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form repetitive computations on well structured data sets at ef-
fective speeds far beyond those achieved by minis and superminis
Although their speeds are substantially below the newest gener-
ations of large scale pipeline and parallel vector computers,
they do provide a clear cost/performance advantage. Further-
more, the combination of a minicomputer and an array processor
provides a high degree of interactivity in addition to attrac-
tive computational speeds.

Using an array processor/minicomputer combination effect-
ively is a difficult task, requiring not only knowledge of per-
tinent algorithms and computer programming, but also a clear
understanding of the hardware and the details of its operation.
The objective is to produce efficient implementation of pract-
ical algorithms. These implementations, however, should event-
ually be user transparent, in order to be of benefit to the
engineering community.

The array processor/minicomputer combination is a special
case of a nmultiprocessor system in which only two processors,
with widely differing characteristics, are involved. One inter-
esting factor here is that the communication between the two
processors lec ses a substantial amount of control in the hands
of the programmer. Experimentation with such a system provides
an insight into the more general area of parallel processing.
The issues here relate to the synchronization of computations
and data transfers, as well as, the design of operating systems
and applications programs to handle the solution of complex
problems.

Several operations typical of finite element analysis were
chosen as a basis for performance measurements. Some experi-
ments measured the speeds of execution on the host computer and
the array processor, acting as separate processors. Other mea-
surements were designed to assess the performance of the integ-
rated system. 1In addition to these measurements, simulation
was used to predict the performance. The simulation results
are matched to the measured results in order to gain confidence
in the simulation procedures. Once this has been accomplished,
the same methods are used to predict the performance more gen-
erally.

Measurements were taken for simple matrix operations,
numerical integration of solid element properties, and the de-
composition of a hypermatrix. In the case of the computation
of stiffness matrices for the solid element, several alternativel
strategies were attempted, some of which were designed to mini-
mize data transfers between the host and the array processor.

Finally, the experi.:nce gained so far is used to examine
the possibility of implementing several algorithms typical of
the effectiveness of the system in execution of such computa-
tions is made.
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I’ SUMMARY

“The paper describes ongoing cfforts to investigate the usefulness of

A so called ®attached processors® or ™arrav processors®”, combined with mini-
and  superminicomputers, in  the analvsis of computationally demanding
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engineering problems; such as, 1n finite element nonlinear applications. A
close examination of some basic algorithms, which plav an  important part

in such analvsis, is presented. Furthermore, a methodology is  develaped,

which farms a useful guide to further effarts of this nature, including ;

the more general case of wmultiprocessing. An cmphasis 1s made on  the 1
abilitv t» predict the performance of algorithms from time measorements  of
certaln basic  operations, c¢oupled with an understanding of the
characteristics of the hardware in questios and the interplay  between  its
various components. Four  hardware  alternatives are  considered,  two of
which lLiave attached arrav processors. Of  the alparithms considered, it
appears that the decompasition process ie the one which benefits most from
) the presence of an  arrav  pracessor, ‘The speed advantage gained in

stiffness assembly, and fuorward and backward substitution mov  both  be

abtained by purchasing a more powerful superminicomputer.
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INTRODUCTION

The advent of "super computers', such as the STAR and CRAY series,
and the HEP computer [1], provides an undoubted breakthrough for Targe
scale finite element analvsis [2]. The availability of inexpensive
microprocessars has triggered efforts to devise micracomputer networks,
using parallel and distributed processing ta provide faster solutian of
finite element problems [3,4]. Finite clement software 1is moving into a
new erc, in which the proper programming environment and modular  prograsm
systems [5] are replacing monstrously large programs.

In contrast to efforts based on high perfoarmance sixth  generation
computers [2,6], this paper describes vngoing efforts [7] ta investigate
the usefulness of so culled "attached processars' or Marrav processnrs',
combived with mini-  and superminicomputers, in the analvsis A f
computationolly dewanding engincering problems; such as, 1n finite element
nonlinear applications. The work presented here does not  include actual
solutions »~f such problems. Rather, a c¢lnse c¢xamination of some basic
algorithms, which play an important part in nontinecar analvsis, is
presented. Furthermore, a methodolngvy is develaped, which forms a useful
guide to further efforts of this nature, including the more general case
of distributed processing. An emphasis is made on the ability t» predict
the performance of algorithms from time measurcments of certain basic
aperations, coupled with an understanding of the characteristics of the
hardware in questi-on and the interplay between its various components.

The arrav processor/minicomputer combination is a special case of o
multipracessor svstem in which only twn processors, with widelv differing
characteristics, are present. Experimentation with such a svstem provides

an insight Into the wore general area of parallel processing., The issuecs

here relate to the svnchronization and balancing of computations and data
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transfers, as well as the design of uoperating systems and applicatians
programs tuo handle the solution of complex problems [8,9,10].

Measurements taken on an  arrav  processor/minicomputer  system  show
that, while the arrav processor is perhaps 80 times faster than the linst
16 bit minicomputer in the performance of basic matrix arithmetic, it is
often not  possible to applv this computational power to practiceal
praoblems, duwe to the various restrictions impascd by the limited user
address space. An alternate svstem is now being put together in which a2
bit minicomputer, with a large address space and 2 faster data transfer
rate, 1s used as the hast,

Several algorithms tvpical of finite eclement analvsis were chosen  as
a basis for performance measurements. Some experiments measut ed the speeds
a1 exccutlion on the hast computer and  the arravy pracessor acting  as
suepardte  pracessore.  Cther weasurements were designed ta  assess  the
performance of the integrated svetem,

Measurements  were  tagken for  simple matrix  operations, nnmerical
intepration and esseublv of solid clement  prapertics, the decompasition,
and forward and buackward substitutioms of a parcitioned svstem  of  linear
equations. In the case of the computation of  stiffness matrices  for  the
salid element, several alternative strategics were attempted, some  of
which were desgigned to minimize data transfers between the hoast  and  the
arrav processor. The experience gained from the current svstem is  uscd  to
examing the possibility of implementing these algorithms, which we believe
are tyvpical of nonlinear finite clement analvsis, on  the mare  powerful
32-bit minicomputer svstem. An assessment of the offectiveness o the
alternate svstem in execution of such computations is made. Some caution

has ta be exercised in the assessment of the perlarmance Af  the 16-bit

minicomputer based svstem. Althouph some of the predicted times  for  larpe
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problems may appear competitive, ome should not forget that severc

restrictions are placed on problem size due to address limitations,
rendering these figures purelv hypothetical, except in some dedicated

svstems.

NOMENCLATURE
It is useful to introduce some svmbuls and abbreviations, at  this
point, in order to describe alternate computer configurations, and rofer

to problem parameters. These abreviations are:

HCL16 Refers to 16-bit minicomputer used 1independentlv or in
conjunction with an arrav processor. It i1s characterized by a
limited user address space (tvpically &4 KB) and a slow dala
bus (tvpical speed up to 1.5 MB/sec).

HC32 Alternate 32-bit superminicomputer used independently ar  with
an array processor. Since the arrav processar 1is assumed to
provide the primary computational toal, the sclected HCI2
svstem has the advantages of a 32-bit mincomputer of a large
address space (16 MB) and a2  fast dasta  bus (speed
26.5 MB/sec). On the other  hand, its floating  paint
pracessing speed is  somewhat limited (0.435  MFLOPS in
Whelstone tests, as opposed to the HC1I6 time of 0.190).
Todavs popular superminis have been measured at 1.2 MFLOPS,
and the top of the line of our HC32 series has been measurced
at 3.5 MFLOPS.

AP Stands for array processor. The one used in this research s
primarilv a double precision device, capable of performing 64
bit vector arithmetic, and other well structurod

computations, at speeds well above those of mini- and

superminicomputers., So far, however, it has becn used in the




single  precision (32-bit) wmode, duce to address space

limitations. A single precision wveriant of  the same  arrav
praocessor  perform the  sam functions fastor and are
considerably less oxpensive.

HCI6+AP Combination of the HCIG and AP. The devices communicate via &

slow interface, wusing the nele Iow  speed data bus

extensively.

. HC32+AP Combination of BC32 and AP, which are coupled via a2 high
X | , ]
' speed direct memory interface.
Y Toatal number of unknowns in the problem being solved.
b Half bandwidth of problem., Based on element coannectivity.
3
S Submatrix size used to partition the svstem of cquations. 4
P Total number of partitions in the stiffness matrix.
H Number of non-zero submatrices, per row, in stiffness matrix.
M Number of ltongitudinal  stations in  the solid madel being
i analyzed.,
: I Number f nodes across the salid mode] in either divrection.
¥ Total number of ¢ noded isaparametric solid elements used to

e

| model the salids problem.

o HARDWARE CBARATERISTICS
An array processor, also called an  attached processor, 1is a hiph

spred special purpase computatianal device, which can  perform  repetitiv,

computat ions on well structured data scts at effective specds far  bevond
those achieved by minis  and superminis. Although their spreds are
substantially below the newest generation of large scale pipeline and
parallel wvector computers, thev do provide a clear cost/performance

advantage. Furthermore, the combination of a minicomputer and an  arrav

- processor uffers a hipgh degree of interactivity in addition te attractive

camputational speeds.
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The array processor is a separite computer, running under an

independent operating svstem. Its  software 1s  primarily  suitable for
certain tvpes nf repotitive aperations, such as matrix operations and  ti:
computation of Fast Fourier Transforms. It is fairlv difficult to
incorporate detailed logical branching or computational sequences
involving extensive decision making. Data transfers and message swapping
between the hast and the array processar arve prablematic and can  offect
performance appreciably, as seen from some of the measuvrements taken.  The
amount of AP local memory mav be limited 1in certain instances. ‘fhis,
however, does not apply ta the svstem under consideration.

Several AP types are available todav. We restrict the discussim U0
the specific device used in this rescarch which, we believe, represents
the state of the art. In order to understand the operation of the svsten,
Fig. 1 explains the two basic components, and the various saftwoere items
which cantrel it, as well as the location »f the data. The aperating
svstrm of the host computer controls the aperation of the host, including
the user progrem, which specifies the  scquence  of  events  nee ssarv ta
perform the computation. A special piece of soaftware, callaod Lo DRIVER,
resides in the hast computer. Tt facilitates communicatisn with the srrav
processor by translating user FORTRAN calls into  small  packapes called
Function Control Blocks or FCBs, which are shipped to the arrav processar
to initiate specific computations or data transfers on the latter device.
The {nrmat ~f a typical FCB, which occupics six  16-bit wards (HCI6Y  ar
three 32-bit words (HC32), is given in Fig. 2. 1t contains a function  c¢oade
and operand addresses, which take the farm of arrav processor buffer
numbers, as well as some control variables (checksum, otc.).

On the array processor side, an independent operating  svstem, co2]led
the EXEC, resides. Its function is to contral the operatinn of the  arrav

processor itself. Tn the arrav processor there exists a2 mathematical

library, consisting of a number of unlinked (relocatable) routines, which

e
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may  be assembled 1nto anv program beiny  executed  inside the  arrov

processor, ne of the functions of EXEC 1s ta link such  progriss,  as
needed, to the specifications cantained in the FCBs, and contrel  their
execution within the array processor. Such programs take the  form o7 two
separate, but fully synchronized, programs called the APU and APS  proyrims
respectively. Data are stored within the arvrray processoer  while  belap
aperated upon in special areas called buffers., One dmpoartant  considerationc
for the system at hand is that, in the FCB, o restricted nmimber of hits iz
used to store the buffer number. This poses a restriction an the number o

buffers which may be defined. At the moment, the maximom number of  hat{ors

1s 64, Soam 1t will be expanded tn 512, The hardware configuraiions {ar

the HCIG+AP and the HC324AP are given in Fig. 7 and Fin. 4 respectivelv.

HEASTC MEASTREMENTS

In sttempting Lo assess the efrfectiveness of o particular hardware
svstem, such as the nme being  considered here, several  opproaches  are
possible. One approach is to run specific problems on on existiong svstom,
This 1s possible 1 the svstem is availlable, but has the disadventape of
providing  specific fipures for specific computatinns  ond  alyorithms,
making 1t difficult to dnterpret  and peneralize P11V The  alternctiee
taken here ds o fdentify specicic algorithms pertinent to the  subjoect i
the papor, and 0 use these to identify the basic  computatianal  buiidiog
biacks, which the svet-m has to perform. Careful  weasurements LT

conducted, using  the bhardware  whenover  possible, to abtain realistic

figures far the time taken bv  ecach process  for various cascs.  These
measurements are then used to ubtain closed farm  expressioms with which
one can interpolate, or extrapolate, to cover other paremeter values., A
simple simulation of the algorithm is then used to abtain nperatisan counts

for cach basic tack from which performance estimates mav be made. 1t s

possible then to run large numbers of  parmmetric  studics, in  order o
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assess the effcect of different problem parameters, as  well s the

4

ctfectiveness of the hardware for certein algorithes.  These  oversll
estimates are then verified by actual compniotions of realisitic prablems,
Four svstems have beoen considered, BCIA, HORZ ) HCLIA+AP and  HOEPZT4AP.
So far the performoence of the HCUG and  HCHA4AP have  been measured.  The
serfarmance figures for the ather two svstems have  been estimated,  since
they have not been fully installed vet. It i« important to aote  that  bath
fhrast CPU and elapsed times, associated with cach  aperation, have  boen
measured. ilowever, onlyv elapsed times arce presented. By doing this, 1t i«
tmplicd that perfarmance is measured by the clack time necded  ta cxecnt

the algorithm rather thon by the CPU time, which can be  deceptive. 1

also assumed that o svstem, such as the ane  examined here.  is  intend d
priparily as & stand alone high perforrence  svstem, even  thongh 1t v
well be capable of Uiwe sharing and multipracessing

Anather Tasue ta ennsider Ts that all measurements and  staraece Spooe

¢ mstderations are

rosingle precision (22-H1t) computationg, even  heoueh
the arrayv processor is a double priocision svelem,  which has  alsy  «ing!

rrecision, capabilities. We expect  teo o extend  the weasurements  lator o
double procisian, Monv of the eonclusions reached  here,  howover, wov b
veneralized or extended, using reasonable assumpt ions, Charping  to double

-
procision will dmpect primarily the BCIA D «inee the addrese epnce is aquite

pimitedy FExceutian speeds will also affoct the  hast pracessor pmore than
the AP, since the AP is, basicaliv, a donble precision devio, o It te alun
important to note that it sineie procisian wore  adequate,  less  exponsiv

arvav processars are available, which would be much tastor.
The tirst tvpe of operation of cipnificonce is that ~f FCB transfers.

The ime o1 that [s tixed, and depends primarily om the interface.  For

Lhe  HOTG4AP  interface. it has been measured  at appraximately &8
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cilliscoonds. Due o the supertar archit cture  of  the bt

the stmpler associated software, 1t fe cstimnted thnt Che Ulme ot ]
reduced ta less than Domitlisecand.

It is assumed that probles date wiitl e stored onoa dish The T
i osuch transfers depends on nany tectors, 10 e assemes that the svelon
is dedicated to the computatioang, the olopsed tine depends v disk o
time, transicer  speed, phyvsical  data stractere,  ac! data bus  ospooad,
Formulas for boath svetoms wer abtained., Thoe DCIA {arenml: 1o bas "
measurements. Estimates far the HC32Z2 are based oo carefnd Geogenon v
hardware and aperating svstem differcuces.

Another tvpe of data troecsfer is i Betweon Lhe Dot Wty
the crray brocessor memories,  This transfor s oalv nocessary Do L
Buio+ap since  the  comman memory  interface cldningtes i1
eration In MOR24AP. For rather laree bondwidthes,  whoor, [ SRR
proacessoar memary mav gt b osufidciont to hold the veguived dots th Pt
memary mey be used as oa bulfer, snd this vole. will apeic plov o ot RS
the cstimate. However, 1a (he cose of  HO AP thije 1o proactie slivon
direet memorv transter, which takes place 2t memorv speed  with o oa (RN
averhead, Figures S.a and 5.0 show plats o8 wesomred sl estimsted dot
rancter speeds for HUTE+ADP,

Matrix multiplication represents the majosr  computational offort in
most alearithms considered hero, Matrix inversian ond  ~ddition alen .
Some part io the coapulation, Formulace oy estivating  clapsod tizes 1o

such aperatioans, in both host compnters and in the AP, have boen

Figures (oand 7 show time catimates with a  comparison of  the

speids of host conputer and AP, Tt has been observed that speed

up ta 20 oare poassible Lor targe matrvices. Fwamples of basic task

4 G0XA matrix are piven in table b,

{Ime s




STIFFNESS COMPUTATION AND ASSEMBLY

The process of stiffness assembly is o bosic  and  dmportant e for
both  linear and nonlinear analysis, Here, twy basic  functions are
performed, clement stitfness computation  and  assemblv  inta  the master
stiffness matrix. For the purpose of thie juvestiyzation, the salid  moded
shown in Fig., & was chosen. Bv varviog the number of stations (M) aad the
number of nodes in cach directinn of  the cross-section (1), diftfer.nt

combinations of problem size and bandwidth ave  produced, whish  form o

basis for & parawmctric study. One important assumption made was  that the

care memory must be large enough to contain the  shaded arca of 0 the
stitiness matrix, shown In Fig., 8. Jn this wav, the submatrices o0 tne
stiftness hypermatrix are penerated in core ond written ta the dise ondlv
ane.

a

AUothils point, GL ds appropriate U briny up the  iscue  af probloa
size limitations, which applv here equaliv for stiffoness assembly  nd
decoupasition, Fip. 9 dllustrates this paint.  Several  tactars Vimit
problem siae o oand these comstraints are represented by straight lines v
curves in the figure. For example, the eftect  of  the  VPimited  masher af
bulters 1s  shiwn by vertical lines. At present. the  svstem  hios

Pimitatinn of 44 bufters, restricting the maximem  aumber  of  submatvices

per row ta v Tt is waan expected that o onew soltware  release will
thia to 512, alloving 31 submatrices per row., The size of memory | iz the
Ab s carrently o cgual ta 16 KW, minus 11 KW needed  for  EXEC mnd o the
mathemat a2l Pibrarv.  Since in the  current  decompnsition rout ise A
subratrices are placed in this memary, a submatrix size of  30X3C can  not
be excevded, I the memory 1s expanded to 22 KW, it is passible ta emplov
62X62 matrices; amd 1f extended to 64 KW, natrices aver 100X100 mav b
handled. With the total space avarlable on AP memarics 2 aad 3, a  maximum

hatt  bandwidth b, of  approximately P20, can be handled. This 16

illustrated by the first of 4 set ot curves  shawing  the  possible
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combinatious af § and U which mav be  handled., i th

expanded to their tull

problems are to be tackled, the ho.

capacitv, b mav he  dncreased

¢ompu ter moemary

additional bulicr <space. If the memary is  cxpanded

acreasced ta 14000 Tt

-

cqual to 2606, The use

HC322  tor  reaeons

-

cuch o restriction, weeary transfor Cimes  with

Sl it Ions wad prev

he memoary 1s Increased to 2 MB,
af host memory as a1 buffer wmav

sited abuwve. As foar HCA,

¢ twn wemerics are

to 4500 Tf llarger
has o be  used as
tn 1T MB, b omav be

the maximum b {4

ent 1y

be  Jone  offic

the  addrese Spae
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i atron is o tally o exnponded bowmav Tucrense 0 LS Py sdve darpe

toabloay eitect oo by the HC320AP 18 a v cevaity,

Tnoevsdustine the lapsed time necewsary for perfarmine the  stiffo o
afnt At ton, Laos Iicime must o be cnpnerdero ) oone relating to the  compntatiom
1 Srner ) Pointoerstion of the individeal  elements,  ood the  arher  ds

thet vt terangtlering  th caaerbhlod aonbmatvice o anta the diskl Thiro
itiferent s b < tar the fonmer operation were considered. In the
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proeparation of the shape functd

o Yetine the

~abhian and ditle

m oderivotives,  arce

Aoalen parfoarms the element sassembiiv, The strain

the AP in capdensed farm,

cingle mul

grecially written subroutine. dhils proved  ty be

arrangement and i1 was

chasen oo the  warking  algor

clapsed Uime for this scheme s 0,722 seconds/ el ement

0406 for the HCOUHAD svstoms,

and o the nomerioal
tiplicotion asing
rhe  mast  prowising
ithm, The estimated

for the HCIG+AP  and

In addition ta the time needed for in-core computatiaon  and  assemblv,

wocertain aumber of submatrix transters too and  from  disk  are  vequired

during the assenblv pracess. The time required  for

these transfers  was
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e

alsa computed and included in the estimate. Results from various runs show
that the stiffness computation process i1s speeded up by 2 constant  factor
of approximatelv 5 for the HC16, and 3.5 toar HC32, reyardiess of
bandwidth, by adding the arrvay processor. This result 1s somewhat
disappointing perhaps, but similar conclusinns have been reached by others
[2]. Table 2 gives the oaperations count  and  timing for a realistic

(20X12X12) problem where the number of wnknowss s 8RS0 and  the hoelf

bandwidth 1s 900,

MATRIX DECOMPOSTTICN

The problem of matrix decomposition was handled ju o eimiler worn v
to that of the stiffness assemblv., The aperations comnt de givon 1
Table O far the  same prablem discussed  previouslyv,  In this  qesrone
however, there 16 an appreclable speed-up due t v the use ot i oy
procesenr. In the case of HCITE4AY, the speed vp factor 1s #%  and o the
BO2940 10 1o 37050 The time needed to decompose such a2 wmatrix, b oaw v r
Po et il oover two hoours,

In arder to verity porformance predictiansg, ceveral sotusl runs  wer
made. Due to the restrictions imposed by the  current  HUIG4AP svston,
maximum of 9 submstrices, per row, and o submatrix  size  of (30X wer.
usced. In ospite of that, problems of 2 size up to 1200 deprecs  of  droedw
aud g ohalt bondwidth of 270 were  execiuted.  Measurem o ntea f the o dapses
time were taken, »nd comparcd with the resulte obtained by the  simulet i oo
program. The vesults are given 1o Table 40 ond Fip, 10, Fable 4 reflocte
several interesting points, Due to discrepencicos botween the decompnsitiom
program and the optimum algorithm, some differences in the counts  were
abscrved., In order to remove the of feet of the discrepency, a  correction
was applicd, and bath tho corrected and uncorvected figures are  given.
both cases, the crrore oro well within the  accepted Timits, particularty
when the measured  times  coan,  themselves, varv to the same  order  of

magnitude.This is illustrated by one of the cases, which was run twice and




shnws a difference of approximately 10 percent, Estimates, ~n  the whole,

secm to o be more  accurate for narrow  banded matrices, which 1 aot
surprising since this was one of the hasic  assumptions made  in the
nperation count estimates. The adjusted run times are wmore accurate  thau
the unadjusted ones, Fig. 10 gives 2 pictarial representation »f Ui
results for a set of decompositions where the bandwidth 1is kept at  a
comstant value of 270, The results give a certain amount of  confidence  n

the basic approach used in this paper and  allaws us  ta extend  th

estimates to other algorithms.

FORWARD AND BACKWARD SUBSTITUTIONS

The same pracedure applied so tar to the  stiffness asscmbhlv and

decompasition is next emplaved tao abtain estimates af  eclapsad  timrs  [or

he forward and backword substitutions tyvpical  ~f ponlinear  iterotione,

The results, for the sme solid model described  above, are given in
Table 50 Thev show a detinite, vet small, advantaepe (o the HC224AP svstem

over the HC32. Cone problem seems Lo be the dneffectivencss of  simnle

additinns  inside  the arrav processor, In  that  case, it might b

o

advantagenus to periorm this poart of  the compulation  inside  the host

computer. This would speed-up the process somewhat, giving o tatal

‘A»Pl'ﬁ\l‘

HCR2 aloane. AU this point in time, it appears

ap factor of 5,72 over the
that the advantage of the array  processar is not as  substantial bere.

However, carcful measurowents gre required  before {final  canclusions ore
)

made,
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ON THE ADVANTACGES OF PARALLEL COMPUTATION

In a system incorporating wultiple asvochronous devices, the question
comes to mind as to the possible advantapgees of  poraliel  computotion,
Whether an algorithm can be zccellerated by allowing the different
hardware modules to operate independently, performing different but
related functions at the same time, depends on bath the algoarithm and the
harvdware configuration [7]. Fig. 11 shows a hyvpothetical case far  which
parallel processing is to be applied to o specific algarithm. Three
devices are considered, a hast computer, a data transfer bus, and an  arvav
processar, Fig. Hloa illustrates the sequence of apevatians, in real  time,
for the given system, assuming scrial computation. The same process mav be
representoed more clearty in Fig., 11.b, wvhere 1t is evident that  the  arrav
processar 1s nat being uscd sufficientlv. The host and data bus, on  th
ather hand, are used approximately half the time, The maxinum  benetit  to
be derived from parallelisa, in this cose, 1s shawn  in Fig, 1l.c¢, which
assumes that ol devices can perfore the required functions
simultanconslv, fihis s usually ual possible,  however, since  aperatiosns
conducted  in oone part of  the hardware uswvally  requires  that  oather

operations conducted etsewhere he completed  first, which results in  an
actusl run such as that <hown 1o Fig. 11.d.

Whethier o particular alepoarithm can benefit {rom parallel computation
ar not, nest first be determined by a simple  analvsis  of  the  demand  an
computer resources. It the largest  amount o time is spent  in ooe
particular device, paralle]l aperation will most certainlv not help. 1t
might be possible to shift some of the load from one device to another, in
order to abtain a more balanced Yoad on the svstim. 1, for example, an
algorithm is compote bound, such as in the case of the decompnsition, it
is passible to increrse the speed by supplving more than one  arrav
processar, or CPU, in order to achieve a balance between computation  and

data transfer times, On the other hand, it the process suffers from




-

cxvessive data transter times, data buffering, faster data busses, along
with multiple disk drives and controllers may be used. Carcefu! planuning ot
system 1/0 operation would also help. Once 1t is determined that =n
algarithm 1s potentially suitable for parallel computation, detailed
analysis in which the discrete nature of  the demands »nn each  system

component is taken into consideration, is worth undertaking [7].

CONCLUSTONS

The puper has succecded in devising a mothodoaiogy for prodicting  the
performauce improvement as a result of the additi-n of an srrav processor
tv a minicomputer. Four svstems were considered, twy of  which have
attached arrav processors, Of the alyorithme considered, it appears  that
the decrmmposition process 1s the nne which bonefits most from the presence
fan crrav processor. The speed advantape gained 1o stiffncss  asscablv,
and farward and backward substitutions mav bath be aobtained bv  purchasing
a more powerful superminicomputer. As such, 1t appears that s mix of  Jnohs,
in which the host ¢ mputer is {reed to handle atlhier tasks such as pre-  and
pastpracessing alonpy with lincarized iterations while the arrav pracessor
P oaceepied dn the decompasition process, might be advantageaus. Cne miyh

think ¢ alternatives Lo traditiopal  computational atratopies, For

anple, in the maditied Newton methind, the host computler mav  be  used  to
Baproave oan o4 currenl  solution vecetor based  on a previouslv o abtained
decomposition, while the arrav processor 1s usced toa compute  and  decompose
4w stifiness motrix based on a more recent  solutian point. Using  the
current  tiwme  estimates, the advantape gained mav  be small. nlv ¢
iterations can be performed in the time required by the HC324AP to compute
a new stiffness and decompnse it. Sparse wmatrix computations wav  be used
far the iterative procedure, rather than o direct  solution., Tt is  tan

early to tind out whether such olgorithms could be effective on an  arrav

processor,

aden




Une must state, however, that the apparent

processar in the decompusition algorithm, which seems tn

consuming of all cemputational steps, is not ta be

clear that such speeds can not be achieved with

with the same price range.

Manv other concluslions come to mind., A

Pimited address space dues ot appear to be suitablce as o

advantages of

16-bit

the

arrav

be the mast  time

taken lightly., It is

siuple cmuputer devioos

minicomputer with

for a toat

Lost

array processor. The restricted memory size drastically limits  prablom
size. A conventinnal communication interface  is nat  adeguate  if the

inic - D av - e amb 1 N 1 o be tilired effoctiveln 1
minicomputer/avray processor combination is to be utilized effectivelv, B

using the hvpermatrix scheme, small  submatrices

winimum size of  20X20 1s  reconmended.  For

computation and assembly 1Is speeded up bv o
boeckward substitution 1s speeded up by a tactor

decompusition mav run as much as 4¢ times faster.

not sceem to of fer much of an advantage, uwnless

are nsed ar oaomix o of Jobs o ts carried

manufacturiagy ot specialized hardware to

cifoctively de valid idea and will plav  an

Future bhardwiare will At a

proabably take the form
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- i reilailiiitonese.. . - —_
ITEM AP HCTH HC32
. HC-DK 55.33 9.40
f, HC-AP 45,87 16.10
) Multiplication 75.58 SLLB 40 2724.20
; Addition 10.00 €5.50 22,75
Inversiaon 112.34 &8039.24 4019.,67
MRB transfer £.50 .00
FCB transfoer .50 1.00
o
;g Table 1. TIMING GF BASIC OPERATICN FOR (40X40 SURMATRICES)

| (Times in msecs.)

T4 ITEM HC16 HC22 HC16+AP  SPEED UP  HC224AP  SPEED UP
FACTOR FACTOR
Transiers 237.7 35.7 237.7 1.0060 38.7 1.060
i Flmut . Comp. TEET Y 3R43.0 1200.1 6.406 107¢8.2 3.565
Tatal 7925.6 IR79.7 1437.8 5.512 1114.0 3,483
tarallel 70879 3843.9 12001 6.406 1078.7 3,565
NOTED HCIE times are hypothetical due to memory restrictions,
Table 200 RELATIVE PERFORMANCE FOR TYPTCAL SOLID PROBLEM
{(STIFFNESS ASSEMBLY)  (Times in secs.)
ITEM Hol6 HER2 HCTR+AD SPEED UP HCR2+4AP SPEED UP
FACTOR FACTOR
iransfers 475.5 71.5 2ie.6 N.567 71.5 1.000
’ Multiplication 555952.1 277976.0 7144.0 77.821 71440 1g.¢e10
Addition 2085.4 1042.7 143.3 14.550 143.3 7.278
Inversion 3906.4 1952.2 51.9 75.271 51.9 37.635
FCB transfer 526¢.4 61.9
Tatal 562419.3 281043.23 £704.2 64,614 T472.7 37.60¢
Parallel 5619473, 8 280971.8 7339.,2 76.567 7229.2 3R, 283
- Table 3. RELATIVE PERFORMANCE FOR TYPICAL SOLID PROBLEM

(DECOMPOSITION) (Times in sccs.)

S m e Uy ok T Ly

T e 4T WA Ty e
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NO
of

) Submatrix N.S.M/row U b/U

Prins.

40
3¢
20
15
15
15
15
15
15

ITEM

size H
S
30 @ 1200 0.225
30 9 900 0.3
30 9 180 0.45
30 9 450 0,60
30 9 450 0.60
24 9 360 0.60
20 Q 300 0.60
16 9 240 0.0
10 9 15¢ 0,60

Tarnsfers

Multus.

Addition

Inversion
FCB transfer
TOTAL
PARALLE L

Table

-

3.

Table 4.

HC 16 HC32
934.3 140.5
2564.6 1282.3
3¢.9 15.5
L0 0
3529.8 1438.2
2595.5 1297.8

RELATLIVE PERFORMARNCE FOR

(FORWARD AND BACKWARD SUBSTITUTIONS) (Times

7
1

HCT6+AP

1647,
6h.
&2,

L16.
2212,
2064,

TYPICAL SCLID

Estimated
(prog.)

)7
54
94
63
[
4G
42
38
33

COMPARISON of HEASURED and
(MATRIX DECCMPOSITION) (Times

L N RN A RS IRV e of

Measure Pent Adj. Pent

(run)

err

In sccs.

PREDICTED TIMES
)

SPEED UP HC32+AP

FACTOR

L5067 140.5
19, 540 64,0
L7 £33
.o .0
49,0
1.505 137.7
1,257 189.5

PROBLEM

in secs.)

eryr

[, B, B

SPEED UP
FACTOR

1.000
19.770
185
.oee

4,259
6,84
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Fig.
Fig.
Fig.
Fig.

Fig.

I~

~J4

[§ )

10 Matrix Decompusition on HC16+AP
Fstimates vs, Measurements

i1

FIGURE CAPTTONS

Schematic of Contral and Data Flow between H.C.

FCB Farmat.
Svstem with J6 Bit Host,

System with 32 Bit Hnst,

.a Data Transfer Spced

(HC16-AP)

.b Data Transfer Speed

(HC16-DK)

Array Pracessor Performance
(Matrix Multiplication Tiuc)

Arrvay Processor Performance
(Matrix Tnverse)

Solid Model Example

Problem Size Limitatiom
(Single Precision)

Sertal and Parallel Processing

and A.P.
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